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What is a mathematical proof ?

• 𝐴𝑥: 𝑝, 𝑞 ⊢ 𝑝

• 𝑝 ⊢ 𝑞 → 𝑝 [→ 𝑅]

• ⊢ 𝑝 → 𝑞 → 𝑝 [→ 𝑅]

 The formula p or q proves 
p.

 The formula p proves 
 The claim is true 

Theorem: There are infinitely many prime numbers.

Proof: suppose there are a finite number of them.
Let be prime numbers.
Then is different from the previous ones and has divisor one.
Qed.



Updated list of 
"100 Theorems"

• The initial state of the list and what 
has been realized from it.

• Only Fermat remains unformed.

• Formalization in different 
languages

• Will computers soon be proving 
theorems on their own?



AIMO Award
AIMO competition in a nutshell:

• Goal: Develop AI capable of winning a gold 
medal at IMO.

• Prize: $10 million.

• Organizers: XTX Markets and AIMO Advisory 
Committee.

First stage: Progress awards from April 2024.

• Target objective: Solve problems with a level of 
difficulty IMO.

• Benefits: Financial rewards, prestige, 
collaboration with experts.

• Read more: https://aimoprize.com/



The Lean 
Community and its 

mathematical 
library

• Lean command assistant, mainly developed by 
Leonardo de Moura.

• Lean math library (mathlib) is an active community 
project.

• The goal is to create a unified library of Lean 
formalized mathematics.



Interactive theorem 
proving with AI

• LLM language models are becoming 
powerful enough to explore 
hypotheses and automatically prove 
claims when combined with 
mathematics formalization techniques 
(e.g., Lean)

• LeanDojo

• MAmmoTH

• AlphaGeometry/AlphaProof

• FunSearch/AlphaEvolve



AlphaGeometry

• Two-stage system based on a deductive mechanism supported by 
a large language model

• Language model is responsible for heuristic construction of proof 
steps (learns patterns)

• Deductive mechanism verifies proof steps in formal programming 
language



Training on synthetic data



How does it 
work?

• AlphaGeometry solves a simple problem: Based on the problem diagram 
and its theoretical assumptions (left), AlphaGeometry (center) first uses 
its symbol engine to derive new statements about the diagram until it 
finds a solution or exhausts new statements.

• If a solution is not found, the AlphaGeometry language model adds one 
potentially useful construct (blue), opening new deduction paths for the 
symbolic engine.

• This loop continues until a solution is found (on the right). In this 
example, only one construction is required.



IMO difficult problems

• AlphaGeometry solves the Olympic 
problem:

• Problem 3 from the 2015 
International Mathematical 
Olympiad (left) and a condensed 
version of the AlphaGeometry 
solution (right).

• Blue elements are added 
constructions. The AlphaGeometry 
solution includes 109 logical steps.





Large Reasoning Models
Models trained on basic LLMs

Characterized by a high proportion of RL-
supported post-training in different variants

Trained on human and synthetic reasoning

The jump in quality of these models in the last few 
months is very clear



What is PRM (Process 
Reward Model)?

• Main idea: It evaluates every step in the AI 
thought process, not just the final result.

• How it works.
Rewards the model for correct, logical 
intermediate steps.

• Objective:
Teaches AI how to think and solve complex 
problems, not just guess answers.

• Effect:
Significantly improved reasoning in math and 
logic tasks.

Arxiv: 2410.08146



Classic benchmarks

• Classic math benchmarks 
are starting to become 
completely saturated

• Need to create benchmarks 
with a higher standard of 
tasks

• Real chance to measure 
useful features of models

• Attempts to construct such 
benchmarks are not always 
successful



FrontierMath Tier 4

• Goal: Create research-level math problems that challenge 
even leading experts.

• Challenge: Testing whether artificial intelligence will match 
the creativity and genius of human mathematicians.

• Requirements: Problems must have an unambiguous, 
computationally verifiable and "guess-proof" answer.

• Process: Experts create a problem and then provide a 
complete solution with verification code.

• Collaboration: project supported by OpenAI, with public 
testing conducted by Epoch AI.



Beginning 
new era

• The new models practically become a tool for 
building mathematics, comparing articles, and 
provide an opportunity for real discussion with the 
model.

• In my opinion, the convenience of using the new 
reasoning models is comparable to an assistant 
with very specialized qualifications



Forecasts

AlphaEvolve proved in May some new 
mathematical results (incremental growth)

I expect that by 2028 some serious mathematical 
hypothesis will be completely proven by LRM

Models will be created to make hypotheses 
independently and solve them (formally)

Support in the revision of emerging texts

Mathematics education will become very 
interactive



Generating math as code



Generalization and 
hypotheses

• Models so far can't combine two completely separate 
areas of mathematics

• They can't find a meaningful generalization

• Most of the hypotheses they make are quite limited, 
but they are able to attempt to



The o4-mini model is 
already doing very well 
in generating solutions 
from the latest math 



Post-AI 
mathematics
• It's the idea that counts!

• Searching for patterns is easy

• Supplementing with found 
knowledge is easy

• Quite powerful resources are 
needed

• Testing different solutions at 
scale



Thank you for your 
attention
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